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Approximation and Hardness of Polychromatic TSP

Thomas Schibler∗ Subhash Suri∗ Jie Xue†

Abstract

We introduce the Polychromatic Traveling Salesman
Problem (PCTSP), where the input is an edge weighted
graph whose vertices are partitioned into k equal-sized
color classes, and the goal is to find a minimum-length
Hamiltonian cycle that visits the classes in a fixed cyclic
order. This generalizes the Bipartite TSP (when k = 2)
and the classical TSP (when k = n). We give a
polynomial-time (3−2·10−36)-approximation algorithm
for metric PCTSP. Complementing this, we show that
Euclidean PCTSP is APX-hard even in R2, ruling out
the existence of a PTAS unless P = NP.

1 Introduction

The classic Traveling Salesman Problem (TSP) takes
an edge-weighted graph G as input and aims to find a
minimum-weight Hamiltonian cycle in G (which by def-
inition is a simple cycle that visits all vertices of G). As
one of the most fundamental algorithmic problems, TSP
has stood as a testing ground for algorithmic develop-
ments in the theory community since its introduction as
one of Karp’s original NP-Complete problems. In 1976,
Christofides showed a 1.5-approximation for any metric
graph G, and this bound resisted progress for decades
until Karlin et al. [6] improved the bound (slightly) to
1.5− 10−36, which remains the best known. In the case
that G contains only edge weights 1 and 2, Papadim-
itriou and Yannakakis obtained a better approximation
ratio of 7/6, and showed that even this restricted case
is APX-Hard, and thus does not admit a PTAS unless
P=NP [8]. However, if the edge weights correspond to
the Euclidean distances between points in some fixed
Rd, then a PTAS is known from the celebrated work of
Arora [2] and Mitchell.

In this paper, we consider a colored version of TSP,
called polychromatic TSP (PCTSP), in which the ver-
tices of G are partitioned into color classes of the same
size and the goal is to find a TSP tour that repeatedly
visits the color classes in a consistent order. Formally,
a polychromatic graph consists of a graph G together
with a partition P = {V1, · · · , Vk} of V (G) into subsets
(called color classes) of equal size (i.e., |V1| = · · · =
|Vk|) and a weight function w : E(G) → R≥0. Let
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(G,P, w) be a polychromatic graph with |V (G)| = n
and |P| = k. The weight of a path/cycle π in G, de-
noted by w(π), is the sum of the weights of the edges
in π under the weight function w. For a permuta-
tion σ = (σ(0), σ(1), . . . , σ(k − 1)) of [k] = {1, · · · , k},
we say a cycle C in G is a σ-cycle if it can be writ-
ten as C = (v0, v1, · · · , vr) where vr = v0 such that
vi ∈ Vσ(i mod k) for all i ∈ {0} ∪ [r]; the weight of C is
equal to

∑n
i=1 w((vi−1, vi)). Note that the length of a

σ-cycle is always a multiple of k. Intuitively, a σ-cycle
repeatedly visits the color classes of G in the order spec-
ified by σ. The goal of PCTSP is to find a minimum-
weight Hamiltonian cycle in G that is a σ-cycle for some
permutation σ of [k]. Clearly, when k = n, PCTSP is
exactly the classic TSP. As such, PCTSP is a general-
ization of TSP and is thus NP-hard even when G is a
metric graph. The main focus of this paper is to study
the approximability of PCTSP in metric graphs, and
more specifically, Euclidean graphs in a fixed dimen-
sion.

We remark that PCTSP is a natural extension of Bi-
partite TSP, where a tour must alternate between red
and blue nodes. This problem has long been studied in
the robotics literature as an appropriate model for “pick
and place” route planning [1, 4, 10]. (In this setting, a
robot with unit capacity must move objects from a set
of sources to a set of destinations, necessitating a route
that alternates between the two node types.) For metric
graphs, Anily and Hassin gave a 2.5-approximation [1],
and Chalasani et al. [4] later improved the ratio to 2.

Lastly, many other lines of research consider chro-
matic variants of the TSP. For example, Dross et al. [5]
give a Gap-ETH tight approximation scheme for the bi-
colored noncrossing Euclidean TSP, where the goal is to
find a separate tour for the points of each color, such
that the two do not intersect in R2. Baligács et al. give a
constant factor approximation for the 3-color version [3].
Other settings involve multiple salesman that can only
visit given subsets of the colors, or seek the shortest cy-
cle that visits each color once. In contrast, we aim for
a single polychromatic tour that visits every node of G
while cycling through a large number of colors.

1.1 Main results

We initiate the study of metric PCTSP and Euclidean
PCTSP in a fixed dimension. Our first result is a
polynomial-time constant-approximation algorithm for
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PCTSP in metric graphs.

Theorem 1 There is a polynomial-time (3−2 ·10−36)-
approximation algorithm for metric PCTSP.

To complement the above algorithmic result, we rule
out the existence of (Q)PTASes for metric PCTSP and
even Euclidean PCTSP, by proving the following APX-
hardness result.

Theorem 2 Euclidean PCTSP in R2 does not admit a
PTAS unless P=NP. In particular, Euclidean PCTSP
is APX-Hard.

Organization. The rest of the paper is organized as
follows. In Section 2, we give the basic notions and
preliminaries that are required for our results. Sec-
tion 3 presents our approximation algorithm for metric
PCTSP, and Section 4 presents our hardness result for
Euclidean PCTSP.

2 Preliminaries

For a graph G, we use V (G) and E(G) to denote the
vertex set and edge set of G, respectively. For V ⊆
V (G), we denote by G[V ] the graph induced in G by
V . Let (G,P, w) be a polychromatic graph where P =
{V1, . . . , Vk}. We call a cycle in G a polychromatic cycle
in (G,P, w) if it is a σ-cycle for some permutation of [k].
We denote by HG the set of all Hamiltonian σ-cycles of
G: HG = {π : π is a polychromatic cycle and V (π) =
V (G)}.

In metric PCTSP, we are given a polychromatic graph
(G,P, w) such that G is complete and w((v, v′)) ≤
w((v, v′′)) + w((v′′, v′)) for all v, v′, v′′ ∈ V (G). We are
to compute arg minπ∈HG

w(π). In Euclidean PCTSP,
the input is (P,P) for a set of points P ⊂ Rd, and par-
tition of the points P = {P1, · · · , Pk}. The task is to
solve metric PCTSP on input (G,P ′, w), where G is the
complete graph with vertices V (G) = {vp : p ∈ P},
P ′ = {P ′

1, · · · , P ′
k} s.t. P ′

i = {vp : p ∈ Pi} for all
1 ≤ i ≤ k, and w((vp, vp′)) = ||p − p′||2. || · ||2 denotes
the Euclidean norm. For convenience, we similarly refer
to a cycle of the points π = (p0, · · · , pr) where pr = p0
as a σ-cycle if pi ∈ Pσ(i mod k) for all i ∈ {0} ∪ [r]. The
length of π is ||π|| =

∑
i∈[r] ||pi − pi+1||2. Finally, we

use the term σ-tour to mean a Hamiltonian σ-cycle.

3 Constant approximation for metric PCTSP

In this section, we give our polynomial-time constant-
approximation algorithm for metric PCTSP. Consider
an instance (G,P, w) of metric PCTSP, where |V (G)| =
n and P = {V1, . . . , Vk}.

At a high level, we solve the problem via two steps.
First, we give an algorithm that can compute in polyno-
mial time, for any given permutation σ of [k], an O(1)-
approximation for the optimal σ-tour. When k = O(1),
this already solves metric PCTSP since we can simply
run the algorithm on all k! possibilities of σ. However,
we do not have the assumption that k is a constant in
PCTSP. Therefore, in the second step, we show how to
approximate the optimal ordering σ in polynomial time.

3.1 Computing the tour for a fixed order

We first consider how to compute a good σ-tour in G for
a given ordering σ of [k]. Without loss of generality, we
can assume that σ = (1, . . . , k). For convenience, define
Vk+1 = V1. Our algorithm is presented in Algorithm 1.
The sub-routine MinMatching(G, w, Vi, Vi+1) in line 2
computes a minimum-weight perfect matching Mi be-
tween Vi and Vi+1 under the weight function w, which
must exist because |Vi| = |Vi+1| and G is a complete
graph. Define H as the subgraph of G consisting of
the edges in

⋃k
i=1 Mi (line 3), and let C be the set of

connected components of H (line 4). Note that each
C ∈ C is a σ-cycle in G. Next, we arbitrarily pick a
vertex vC ∈ V (C) ∩ V1 in each C ∈ C (line 6) and let
V ′

1 ⊆ V1 be the set of these vertices (line 7). We then call
the sub-routine ApproxTSP(G[V ′

1 ], w) in line 8, which
computes a (1.5 − 10−36)-approximation TSP T of the
subgraph G[V ′

1 ] under the weight function w, which can
be done using the algorithm of Karlin et al. [6]. Finally,
we “glue” the cycles in C along T as follows to obtain a
Hamiltonian σ-cycle S (line 9). Write C = {C1, . . . , Ct}
such that T = (vC1 , . . . , vCk

, vC1). For i ∈ [t], let
uCi

be the neighbor of vCi
in Ct that belongs to Vk.

Then we take the disjoint σ-cycles C1, . . . , Ct, remove
the edges (uC1 , vC1), . . . , (uCk

, vCk
), and add the edges

(uC1 , vC2), . . . , (uCk−1 , vCk
), (uCk

, vC1). This results in
a Hamiltonian cycle S in G, and one can easily verify
that S is a σ-cycle. We return S as the output of our
algorithm (line 10).

Algorithm 1 FixedOrderTour(G, {V1, · · · , Vk}, w)
1: for every i ∈ [k] do
2: Mi ←MinMatching(G, w, Vi, Vi+1)
3: H ← (V (G),

⋃k
i=1 Mi)

4: C ← set of connected components of H
5: for every C ∈ C do
6: pick an arbitrary vertex vC ∈ V (C) ∩ V1

7: V ′
1 ← {vC : C ∈ C}

8: T ← ApproxTSP(G[V ′
1 ], w)

9: S ← Glue(T, C)
10: return S

In the rest of this section, we show that S is a (2.5−
10−36)-approximation for the optimal σ-tour of G.
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Lemma 3
∑k

i=1
∑

e∈Mi
w(e) ≤

∑
e∈E(R) w(e) for any

Hamiltonian σ-cycle R in G.

Proof. Note that the edges of R between Vi and Vi+1
form a perfect matching between Vi and Vi+1, for
i ∈ [k]. Since Mi is a minimum-cost perfect match-
ing between Vi and Vi+1, we have

∑k
i=1

∑
e∈Mi

w(e) ≤∑
e∈E(R) w(e). □

Lemma 4
∑

e∈E(S) w(e) ≤
∑k

i=1
∑

e∈Mi
w(e) + (1.5−

10−36) · tsp(G), where tsp(G) is the minimum weight of
a Hamiltonian cycle of G.

Proof. For convenience, let us write Ct+1 = C1.
We observe that

∑
e∈E(S) w(e) =

∑k
i=1

∑
e∈Mi

w(e) +∑t
i=1(w((uCi

, vCi+1))−w((uCi
, vCi

))). Since G is a met-
ric graph, we have w((uCi

, vCi+1)) − w((uCi
, vCi

)) ≤
w((vCi , vCi+1)). It follows that

∑t
i=1(w((uCi , vCi+1))−

w((uCi
, vCi

))) ≤
∑

e∈E(T ) w(e). Recall that T is a
(1.5− 10−36)-approximation TSP T of G[V ′

1 ]. As G[V ′
1 ]

is an induced subgraph of G and G is a metric graph,
we have

∑
e∈E(T ) w(e) ≤ (1.5− 10−36)tsp(G). □

Since tsp(G) ≤
∑

e∈E(R) w(e) for any Hamilto-
nian σ-cycle R in G, the above lemmas imply that∑

e∈E(S) w(e) ≤ (2.5 − 10−36)
∑

e∈E(R) w(e) for any
Hamiltonian σ-cycle R in G.

3.2 Solving metric PCTSP

In this section, we show how to compute a good ordering
σ. Together with the algorithm in the previous section,
this shall give us the final algorithm for Theorem 1.

For i, j ∈ [k] with i ̸= j, we compute a minimum-
cost perfect matching Mi,j between Vi and Vj in G.
Let Σk denote the set of all permutations of [k]. For
σ = (r1, . . . , rk) ∈ Σk, let Hσ denote the subgraph of
G consisting of the edges in

⋃k
i=1 Mri,ri+1 ; here we set

rk+1 = r1 for convenience. Define wσ =
∑

e∈E(Hσ) w(e).
Suppose opt is the optimum of the PCTSP instance,

i.e., the weight of an optimal solution. Note that
opt ≥ tsp(G). By Lemma 3, we have opt ≥ minσ∈Σk

wσ.
If σ̂ ∈ Σk satisfies that wσ̂ ≤ c · minσ∈Σk

wσ, then
Lemma 4 further implies that when running the algo-
rithm in the previous section on σ̂, the output tour S
satisfies

∑
e∈E(S) w(e) ≤ (c + 1.5 − 10−36) · opt. Based

on this observation, it suffices to find σ̂ ∈ Σk that (ap-
proximately) minimizes wσ̂.

We achieve this goal as follows. Build a com-
plete graph G′ with V (G′) = {V1, . . . , Vk}, and de-
fine a weight function w′ : E(G′) → R≥0 by setting
w′((Vi, Vj)) =

∑
e∈E(Mi,j) w(e). One can easily check

that G′ is also a metric graph. Observe that for each σ =
(r1, . . . , rk) ∈ Σk, wσ is just equal to the weight of the
Hamiltonian cycle (Vr1 , . . . , Vrk

, Vr1) in G′ under w′. As

such, we simply compute a (1.5−10−36)-approximation
TSP (Vr̂1 , . . . , Vr̂k

, Vr̂1) in G′. Then σ̂ = (r̂1, . . . , r̂k) sat-
isfies that wσ̂ ≤ (1.5−10−36)·minσ∈Σk

wσ. Therefore, if
we apply the algorithm in the previous section on σ̂, the
output tour S satisfies

∑
e∈E(S) w(e) ≤ (3−10−36) ·opt.

This completes the proof of Theorem 1.

Theorem 1 There is a polynomial-time (3−2 ·10−36)-
approximation algorithm for metric PCTSP.

Remark. As one can verify from our algorithm, the
approximation factor and the running time of the algo-
rithm in Theorem 1 in fact depend on the best match-
ing algorithm and metric TSP algorithm. Specifically,
let M(n) be the time for computing a minimum-cost
bipartite matching in a complete bipartite graph with
n vertices and T (n) be the time for computing an α-
approximate TSP in a metric graph with n vertices.
Then we get a 2α-approximation algorithm for PCTSP
with running time O(k2M(2n/k) + T (k) + T (n/k)).

4 APX-Hardness for Euclidean PCTSP in R2

In this section, we prove Theorem 2 by a reduction from
Max 2-SAT, which is known to be APX-hard [7]. The
input to Max 2-SAT is a set of n variables {x1, · · · , xn}
and m clauses {c1, · · · , cm}. Each clause is a conjunc-
tion of two literals; a literal is a variable xi or its nega-
tion x̄i. The task is to find a boolean assignment of the
variables that satisfies the maximum number of clauses.

The general idea behind our reduction is to encode
the truth assignment of SAT variables in the choice of
permutation σ. We then test a corresponding tour with
a series of clause gadgets; informally, if σ fails to “sat-
isfy” a clause, then the clause gadget will penalize the
tour by a fixed small amount. The structure of the proof
is as follows. We first describe how to encode a truth as-
signment using σ. We then introduce our clause gadget
and reason about its structure in Lemma 5. Finally,
we build the full construction using a series of clause
gadgets and an auxiliary set of points S. The points of
S serve two purposes: (1) they rule out the possibility
of σ that does not properly encode a truth assignment,
and (2) they divert the return trip of the tour away from
the clause gadgets so that we may reason about a single
pass through our gadgets.

Our construction uses k = 3n + 1 color classes (point
sets), which we will label Rα, Tα, Fα for α ∈ [1, n],
and the additional Rn+1. For a permutation σ, let ≺σ

be the total order of the classes under σ, i.e. Vσ(0) ≺σ

Vσ(1) · · · ≺σ Vσ(k−1). We say that a permutation σ is
valid if it satisfies:

1. Rα ≺σ Tα, Rα ≺σ Fα, for all 1 ≤ α ≤ n and

2. Tα ≺σ Rβ , Fα ≺σ Rβ , for all 1 ≤ α < β ≤ n + 1.
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(a) Optimal σ-path visiting Ci when σ does not satisfy the clause, i.e. Fα ≺σ Tα, Fβ ≺σ Tβ
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(b) Optimal σ-path visiting Ci where σ satisfies xα but not xβ , i.e. Tα ≺σ Fα, Fβ ≺σ Tβ

Figure 1: The clause gadget Ci for clause ci = xα ∨ xβ showing two possible σ-paths. The gadget consists of 6m + 2
points (two of each color) placed at 9 distinct locations. (Notice that p4, p6 and p5, p7 coincide, but we distinguish
them to make it clear when a path revisits a location.) At an intuitive level, the gadget tests whether σ satisfies
xα (i.e. that Tα ≺σ Fα) in the triangle (p1, p2, p3). Observe that path (a) does not satisfy xα, and must take the
longer leg (p1, p2), while path (b) takes the shorter leg (p2, p3) by satisfying xα. Similarly, triangle (p6, p7, p8) tests
xβ . However, between these two tests, the tour has the choice of which set B to visit, either at p4 or p5, such that
satisfying exactly one of xα or xβ allows the tour to take an edge of rectangle (p2, p3, p5, p4) while satisfying both
(or neither) of xα, xβ forces the path to take a diagonal. This avoids over-rewarding σ for satisfying both xα and
xβ , and is the main idea behind the gadget.

Observe that there are exactly 2n valid permutations
that naturally correspond to truth assignments of the
variables {x1, · · · , xn}. For each α ∈ [1, n], we only
have the freedom to choose whether Tα ≺σ Fα or Fα ≺σ

Tα. We say that σ satisfies the literal xα if Tα ≺σ Fα;
likewise σ satisfies x̄α if Fα ≺σ Tα. σ satisfies a clause
ci if it satisfies either of the literals of ci.

4.1 Clause gadget

The crux of our reduction lies in the creation of a clause
gadget that tests σ on whether it satisfies a given clause.
This test can only depend on σ’s encoding of the two
variables in that clause, so the gadget will need to allow
the tour to “jump through” all of the colors that precede
{Tα, Fα}, that fall between {Tα, Fα}, {Tβ , Fβ}, and that
come after {Tβ , Fβ}, respectively. Formally, we define
these color sets for use in the gadget, for all α, β, s.t.
1 ≤ α ≤ β ≤ n:

• Aα,β = {Rα′ , Tα′ , Fα′ |0 < α′ < α} ∪ {Rα}

• Bα,β = {Rα′ , Tα′ , Fα′ |α < α′ < β} ∪ {Rβ}

• Cα,β = {Rα′ , Tα′ , Fα′ |β < α′ < n + 1} ∪ {Rn+1}

When the indices α and β are clear, we abbreviate the
sets as A, B, C. These sets are nonempty, and any valid
σ satisfies (by definition):

A ≺σ {Tα, Fα},≺σ B ≺σ {Tβ , Fβ} ≺σ C (1)

Figure 1 shows the gadget, along with (optimal) ex-
ample paths for when σ does, and does not satisfy the
clause. We describe the position of the points of the gad-
get (and later the spacing between gadgets) in terms of
constants a and b, with the intuition that b ≫ a ≫ 1.
Let x > 0. A clause gadget Ci for the clause ci = xα∨xβ

anchored at x is the following collection of points.1
(When we refer to a set of colors X at a location, we
mean a set of |X| coincident points at that location, one
of each color in the set X.)

• Set A at (x,−1)

• Points of color Fα, Tα at (x+a, 1), (x+a,−1), resp.
1For clauses that include negative literals (e.g. x̄α instead of

xα), we swap the corresponding colors (Tα and Fα) in the gadget
construction. The key is that the satisfying color appears on the
line y = −1, and the other on the line y = 1. Without loss of
generality, we will assume these colors are labeled as Tα and Tβ

in our analysis.
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• Two sets B at (x + 2a,±1)

• Points of Fβ , Tβ at (x + 2a, 1), (x + 2a,−1), resp.

• Set C at (x + 3a, 1)

• Set A ∪ {Tα, Fα} at (x + 3a, 0)

• Set {Tα, Fα} at (x + 9a, 0)

• Set C at (x + 27a,−1)

Let us first establish the length of the optimal path
through the gadget. To do so, we need to clarify what
it means for a path to be polychromatic. A path is a σ-
path if it can be written as (v1, · · · , vr−1) such that for
some j, vi ∈ Vσ(i+j mod k) for all i ∈ [r]. Note that a σ-
path may start at a point of any color. We will also need
the following definitions. Let a permutation σ be α, β-
valid if equation 1 holds for σ, α, β. Two permutations
σ, σ′ agree on xα if Tα ≺σ Fα iff Tα ≺σ′ Fα.

Lemma 5 Let Ci be the clause gadget for ci = xα∨xβ.
For any valid σ, let T ∗

i be the shortest σ-path that visits
all points of Ci. Then,

∥T ∗
i ∥ =

{
c + 2a if σ satisfies ci

c + 2
√

a2 + 4 otherwise

where c = 5 +
√

a2 + 4 +
√

a2 + 1 +
√

49a2 + 1 +√
(18a)2 + 1. Furthermore, there is no σ′ and σ′-path

shorter than T ∗
i visiting Ci such that σ′ is α, β-valid and

agrees with σ on xα, xβ.

Proof. Due to space constraints, the proof is included
in the full version. [9] □

4.2 Full construction

We now describe the full construction, depicted in Fig-
ure 2. Given a Max 2-SAT instance Π = ({x1, · · · , xn},
{c1, · · · , cm}) we create a set of points PΠ = S ∪ C. S
will be a special set containing exactly one point from
each color class. C is a collection of clause gadgets
C1 ∪ · · · ∪ Cm. For each clause ci, Ci is anchored at
(i− 1)(9a + b). Fix W as the maximum x-coordinate of
a point in C, i.e. W = 27ma + (m− 1)b.

We place the points of S along the horizontal line
y = −(2W + 1) from East to West following a valid
permutation. Points of the colors Ti, Fi are coincident
for each i, so that any valid tour may visit S via a
straight line, while any invalid tour will have to back-
track. The spacing around the points is proportional
to the number of clauses that xi appears in. The idea
behind this spacing is to only penalize invalid tours rela-
tive to the number of clause gadgets they could “cheat”
in (precisely those for which they are not α, β-valid),
since we cannot make the total spacing too large while

preserving approximate solutions. Specifically, for each
variable xi, let ni be the number of clauses that it or its
negation appears in. Clearly

∑n
i=1 ni = 2m, since each

clause contains exactly two literals. Let Ni =
∑i

j=1 nj .
S contains the following points for (1 ≤ i ≤ n), where
l = 27

4 a + ( 1
4 −

1
m )b:

• Point ri of color Ri at (W − 2lNi−1, −2W − 1)

• Points ti, fi of colors Ti, Fi resp. both located at
(W − 2lNi−1 − lni, −2W − 1)

Finally, S contains a point rn+1 of color Rn+1 at (0,
−2W − 1) = (W − 2lNn, −2W − 1). We can now state
the length of the optimal σ-tour for any valid σ.

Lemma 6 Let σ be a valid permutation satisfying k
clauses of Π. Then there is a σ-tour T ∗ of Pπ = S ∪ C
s.t.

∥T ∗∥ = 5W + (m− 1)b + k(c + 2a)

+ (m− k)(c + 2
√

a2 + 4)

where c = f(a) is the constant defined in lemma 5.

Proof. We construct a tour T ∗ that first visits the
points of S via a straight line and then visits each of
the clauses in ascending order C1, · · · , Cm, using the
σ-path T ∗

i of Lemma 5 to visit each Ci. First, write
S = {s1, · · · , s3n+1} s.t. s1 ≺σ · · · ≺σ s3n+1, and
let TS = (s1, · · · , s3n+1) be the unique σ-path visit-
ing S. By construction, ||TS || = W for any valid
σ. Now, let ui, vi be the first and last points of
T ∗

i , respectively. Then T ∗ consists of the edges in
TS , the edges in T ∗

1 , · · · , T ∗
m, and the additional edges

(s3n+1, u1), (vm, s1), and (vi, ui+1) for all 1 ≤ i < m.
By Lemma 1,

∑
i∈[1,m] T ∗

i = k(c + 2a) + (m − k)(c +
2
√

a2 + 4). Furthermore, ||s3n+1 − u1|| = ||vm, s1|| =
2W , and

∑m
i=1 ||vi−ui+1|| = (m−1)b. Summing yields

the desired total length. □

We now argue that the existence of a σ-cycle with
length close to that of T ∗ in Lemma 6 implies that σ
satisfies close to k clauses of Π. To do so, we will need to
break apart an arbitrary tour for a finer-grained anal-
ysis. With this goal in mind, let T σ be a σ-tour (for
possibly invalid σ), and let T σ[S] and T σ[C] be the por-
tions of T σ induced on S and C respectively. It is worth
pointing out that, in general, T σ[S] and T σ[C] may not
be connected. However, we have chosen a suitable sep-
aration of distance 2W between S and C so that any
tour that alternates between S and C multiples times
has length that well exceeds that of T ∗. Thus, we can
safely ignore these tours, and assume that both T σ[S]
and T σ[C] are connected.

Now, let us further decompose T σ[C]: we will use T σ
i

to denote the portion of T σ[C] spent inside the clause
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C1 C2 Cm
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W = 27ma + (m − 1)b

Ri+1

Ti

Fi
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lni lniRn+1 R1
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Figure 2: The instance PΠ = S∪C. C (top) is the union of m clause gadgets C1 · · ·Cm. S (bottom) contains exactly
one point of each color placed along the line y = −2W − 1.

gadget Ci. More specifically, consider the set of vertical
lines L given by the equations x = (27a + b)(i − 1)
and x = (27a + b)(i − 1) + 27a for i ∈ [1, m], and let
us subdivide each leg of T σ[C] at each crossing of a
line in L. After subdivision, let T σ

i be the set of line
segments of T σ[C] contained (inclusively) between the
vertical lines x = (27a+b)(i−1) and x = (27a+b)(i−1)+
27a. (T σ

i may not be connected, and may include partial
legs of T σ[C].) Collectively, the T σ

i ’s do not account for
the remaining portion of T σ[C] between gadgets, which
has length at least (m−1)b. We get the following bound:

Observation 1 ∥T σ∥ >
∑m

i=1 ∥T σ
i ∥+ 5W + (m− 1)b.

If σ is valid, we can use Lemma 5 to bound the num-
ber of clauses σ satisfies based on the length of an ap-
proximate σ-tour. Lemma 8 will account for invalid σ.

Lemma 7 Let T σ be a σ-tour of PΠ for valid σ. Let
c = f(a) be the constant given in Lemma 5. If

∥T σ∥ ≤ 5W +(m−1)b+k(c+2a)+(m−k)(c+2
√

a2 + 4),

then σ satisfies at least k clauses of Π.

Proof. For the sake of contradiction, let us assume that
σ satisfies k′ clauses for some k′ < k. If every T σ

i is
connected, then by Lemma 5,

m∑
i=1
∥T σ

i ∥ > k′(c + 2a) + (m− k′)(c + 2
√

a2 + 4).

For each disconnected T σ
i , T σ incurs an additional

length b to enter and leave the gadget Ci. We charge
this overhead to T σ

i , such that the above bound always
holds as long as b >> a, e.g. b > 30a. However, from
Observation 1 and the assumption of the lemma, we
have that

m∑
i=1
∥T σ

i ∥ < 2 + k(c + 2a) + (m− k)(c + 2
√

a2 + 4),

which implies that (k − k′)(2
√

a2 + 4− 2a) < 0, a con-
tradiction since k − k′ > 0. □

We lastly rule out the possibility of a σ-tour for invalid
σ. Essentially, we are able to show that any gains made
by “cheating” in the clause gadgets are offset by an equal
increase in overhead to visit S. The proof is included in
the full version. [9]

Lemma 8 Let T σ be a σ-tour of PΠ. There exists valid
σ′ and σ′-tour T σ′ such that ∥T σ′∥ ≤ ∥T σ∥. Further-
more, σ′ can be computed in polynomial time given σ.

We are ready to prove theorem 2, which we restate
here.
Theorem 2 Euclidean PCTSP in R2 does not admit a
PTAS unless P=NP. In particular, Euclidean PCTSP
is APX-Hard.

Proof. Assuming a PTAS for Euclidean PCTSP, we
can derive a PTAS for Max 2-SAT, which contradicts
its hardness [7]. Given an instance to Max 2-SAT Π
with optimal solution value k and target error ϵ, we
first construct the instance PΠ of Figure 2 in polynomial
time. Let f(k) be the length of the tour in Lemma 6.
For an appropriate ϵ′, we apply the PTAS for EPCTSP
to recover a σ-tour of PΠ that has length at most (1 +
ϵ′)f(k), since OPT of PΠ is at most f(k) by Lemma 6.
We can assume σ is valid, else we can compute a valid
σ′ that admits a σ′-tour with equal or better cost in
polynomial time by Lemma 8. By Lemma 7, σ satisfies
at least (1 − ϵ)k clauses of Π for a sufficiently small
choice of constant ϵ′ = f(ϵ, a, b) (see full version for
details [9]). □

5 Conclusion

In this paper, we introduced the Polychromatic TSP
and studied its metric and Euclidean variants. In the
metric case, we gave a constant factor approximation
that remains polynomial time for any number of col-
ors. We complemented this algorithmic result with the
nonexistence of a PTAS, even for points in the plane as
long as the number of colors is unbounded. An inter-
esting open question remains: does Euclidean PCTSP
admit a PTAS for a constant number of colors?
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